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Letters

COMMENT & RESPONSE

Context for Large Language Model Evaluation in
Ophthalmology

To the Editor We read with interest the recent article by Srini-
vasan et al,! which provides insights into the performance of
large language models in ophthalmology, particularly the Ope-
nAI ol model. We wish to raise a minor point regarding the tem-
perature parameter settings. The study notes that the ol model
was evaluated using its default temperature, whereas the other
models were set to a temperature of O. This discrepancy in tem-
perature settings may give the implied framing that the au-
thors intentionally adopted different decoding strategies to
highlight the ol model’s reasoning capabilities. However, to our
knowledge, ol does not allow users to modify decoding param-
eters such as temperature—a capability available for the other
evaluated models. Therefore, it seems possible that the use of
ol’s default temperature was not a conscious design choice but
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rather a limitation imposed by the model’s application pro-
gramming interface at the time. We would appreciate clarifi-
cation from the authors on this point, and we thank them for
their valuable contribution to the field.
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